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 The continuous increase in global electricity demand has resulted in boiler 
power plants becoming a significant energy source. The production of steam 
is a principal indicator of boiler efficiency, and the accurate prediction of 
steam production is paramount importance for the enhancement of boiler 
efficiency and the reduction of operational costs. In this study employs a 
boiler dataset with a steam production capacity of 420 tons per hour. A total 
of 25 independent variables were extracted from the original 39 variables 
through data processing and feature engineering for the purpose of prediction 
analysis. Subsequently, 8 machine learning models were used for modeling 
predictions. Grid search cross-validation was employed in order to optimise 
the performance of the model. The models were analysed and assessed using 
the Mean Squared Error (MSE) metrics. The results show that random forest 
achieves the highest accuracy among the 8 single models. Based on 8 
models, New Bagging ensemble model is proposed, which combined 
predictions from 8 single models, demonstrated the optimal overall fit and 
the lowest MSE, achieved the purpose of the research. The present study 
demonstrates the ability to analyse and predict complex industrial systems 
with machine learning algorithms, and provides insights into the use of 
machine learning algorithms for industrial big data analytics and Industry 
4.0. Further work could explore using larger datasets and deep learning to 
make predictions more accurate. 
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1. INTRODUCTION 

In recent years, with the continuous development of big data and artificial intelligence 
technology, automation and intelligence have shown greater advantages in the boiler operation 
process, providing a new research direction for boiler steam production modeling and 
prediction[1],[2]. Scholars have begun to model the data of the boiler combustion process based on 
machine learning algorithms[3],[4],[5]. In the boiler operation process, the control and data 
acquisition system acquire a large amount of working condition data and operating parameters, and 
this data information can reflect the specific operating conditions and results produced in the boiler 
combustion process, reflecting the trend of dynamic changes in operating parameters along with 
time[6]. By collecting a large amount of production data, using statistics, machine learning and 
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other methods to find the laws contained in the data, then optimize boiler operating parameters to 
improve the boiler's steam production has become a more popular modeling method[7],[8]. 
Machine learning modeling can also enable the model to learn and improve itself. These 
advantages of machine learning have led to new breakthroughs in boiler steam production 
prediction[9]. 

In present study, the machine learning model is used to predict the boiler steam production, 
The main purpose is to improve the boiler combustion efficiency through the machine learning 
method[10]. Through the prediction model to get the key process parameters, engineers can quickly 
target the time period of low combustion efficiency, focusing on analyzing and adjusting the key 
influencing factors, to speed up the processing of low combustion efficiency, and improve the 
overall process level. Secondly, The model's steam prediction enables energy consumption 
assessment and optimization, as well as providing guidance on real-time operations[11]. it plays an 
important role in enterprise production scheduling, energy saving, and capital arrangements. Based 
on steam production forecasts, enterprises can adjust the operating load of each boiler to meet user 
demand and reduce operating costs. Reasonable arrangements for boiler start-up, shutdown, and 
overhaul time can reduce the loss of abnormal shutdowns. Advance planning for each boiler's 
water, coal, electricity, and other resources can reduce resource wastage[12]. Advance procurement 
of reserves of coal and other fuel can prevent sudden changes in the market causing shortages of 
resources and capital turnover issues for the enterprise. 
 
2. RESEARCH METHOD 
2.1 Data Processing and Feature Engineering 
2.1.1 Sources and types of data 

The object of this case is a coal-fired boiler with a capacity of 420 t/h in PT. Lontar. The 
operating data of the boiler running at 60%-100% of the rated load are selected as the analyze the 
dataset, and the dataset has been desensitized [13],[14]. 

As shown in the results below Table 2.1, the statistical values of all the variables are 
counted. Total 39 variables, independent variable from P0 to P37, dependent variable is targeting 
predicted variable. The train data size: (2888,39), the test data size: (1925,38). The statistical values 
including the mean, standard deviation, minimum value, lower quartile, median, upper quartile and 
maximum value. In the case of the target variable, for example, 50% of the values fall between -
0.35 and 0.79, with a maximum of 2.54 and a minimum of -3.04. The mean value is 0.13 and the 
standard deviation is 0.98. 

Table 2.1 Boiler parameter data statistics 

 
 

2.1.2 Outlier Detection and Handling 
Box plot as one of the tools to describe the statistics, its function has a unique, intuitive and 

clear identification of outliers in the batch of data, a batch of outliers in the data is worth attention, 
ignoring the existence of outliers is very dangerous, without elimination of the outliers included in 
the process of calculating and analyzing the data, the results will bring about a negative impact; pay 
attention to the emergence of outliers, and analyze the reasons for their emergence, often become a 
discovery of problems and an opportunity to improve decision making. The distribution of the 
variables is observed by plotting a box-and-line diagram for all variables, which is shown in Figure 
2.1 for 39 variables: 
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Figure 2.1 Train.txt Box plots of all variables 

 
According to Figure 2.1, the mean values of almost all variables are swaying around 0. 

Each point in red in the figure represents an outlier, and the discretization of the data distribution of 
P9, P25, P33, and P34 is particularly prominent, which speculates that there are still many outliers 
in the dataset, and due to the large number of outliers, it is not appropriate to use a box-and-line 
diagram here to directly eliminate the outliers, and instead identify the outliers through the 
subsequent Instead, the outliers are identified by the model after feature screening. 
2.1.3 Exploration of variable distribution patterns 

The distribution patterns of the variables are of great significance to the study. By 
observing the distribution of the variables, we can get a general idea of the concentration trend and 
the degree of variability and skewness of the variables, because many machine learning models 
require the variables to satisfy the assumption of normality, and even if there is no mandatory 
requirement of normality, the prediction accuracy of the model built on a dataset with a better 
distribution pattern will be higher and more stable [15]. Since the ultimate goal of this study is to 
predict the value of the "target" variable in test.txt, we need to compare the distributions of the 
variables in the two datasets before modeling with the data in train.txt, so that the feature variables 
in train.txt, which are manually screened and entered into the model training, should be more 
accurate and stable. The purpose is to make the feature variables in train.txt, which are manually 
screened and entered into the model training, as close as possible to the distribution of the 
corresponding feature variables in test.txt, otherwise the inconsistency of the data will affect the 
prediction accuracy of the constructed model. The distribution of the variables in the two datasets is 
shown in Figure 2.2 (due to the large number of variables, it is inconvenient to show them one by 
one, and only the distribution of individual representative variables is listed for reference). 

 
Figure 2.2 The distribution of the variables in the two datasets (part) 

 
By comparing and analyzing the distribution characteristics of the variables on train.txt and 

test.txt, it can be found that the distributions of the six variables P5, P9, P11, P17, P22, and P28 on 
the two datasets have relatively large differences, and in order to avoid the overfitting problem of 
the training model due to the inconsistency of the distribution of the data, in the need of the 
purpose of the study, it is considered that these six characteristics will be excluded from the data 
analysis and model construction in this step. In order to avoid the problem of overfitting due to the 
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inconsistency of the data distribution, these 6 features were excluded from the subsequent data 
analysis and model construction, and these 6 variables were no longer included in this step. The 
other remaining 32 features have consistent distributions and are retained. 
2.1.4 Data pre-processing methods 

In real industrial data, the data we get may be dirty and contain a lot of missing values, a 
lot of noise and outliers. It may be due to equipment failure or manual input errors, which is very 
unfavorable to the training of the model and plays a big role in interfering with the final prediction 
results. So, it is very necessary to carry out data cleaning, because a good data cleaning work can 
make the data standardized, orderly and neat, and finally provide it to machine learning models and 
data mining to use. Data cleansing can effectively deal with different issues of data, mainly 
accuracy, applicability, timeliness, consistency, and authority. The problems we face are different, 
and there are different ways to deal with different problems. The data studied in this study does not 
have missing values, but there are a lot of outliers and noise [16]. 
2.1.5 Missing value processing 

There are quite a few outliers in many independent variables in the original data. For 
example, in the data preprocessing of this study, it is found that the dosage of a raw material or 
parameter changes caused by a sudden increase or decrease in the amount of steam, at this time it 
can be considered that the sample belongs to the outliers, which may cause interference in the final 
prediction of the model, and at this time we can choose to delete the sample. Because the sample 
data set is not large enough, so directly through each variable by three times the standard deviation 
of the way to eliminate outliers will cause a large loss of sample data, so this study adopts the ridge 
regression algorithm to filter out the outliers that exist in the data. Multiple linear regression has a 
major disadvantage is very sensitive to outliers, because of its loss function for the actual value and 
the predicted value of the square term, when there is a special deviation from the center of the 
distribution of the sample points, these outliers will be strong to pull the regression curve to their 
own side, which has a great impact on the fitting effect of the model, while the ridge regression 
algorithm in the least squares regression loss function on the basis of the increase in the penalty 
term to make it more robust characteristics. making it more robust and not as sensitive to the 
presence of outliers as multivariate linear regression. [17]The distribution of outliers removed by 
ridge regression in the data is shown in Figure 2.3: 

 
Figure 2.3 Distribution of outliers in the dataset 

 
As shown in Figures 2.3, the horizontal axis of the left graph represents the actual value of 

the target variable "target", and the vertical axis represents the predicted value of the ridge 
regression, and the outliers marked in red are all in the position of deviating from the 45-degree 
line. to 0.5, while the deviation of the outliers is far away; the right graph represents the position of 
the outliers in the distribution graph of the target variable, which are basically at the most boundary 
of the target variable values. With 1 to 2888 representing the serial number of each sample point, 
the method eliminates a total of 31 sample points, accounting for 1% of the total number of sample 
points, and their serial numbers are [321, 348, 376, 777,  884, 1145, 1164, 1310, 1458, 1466, 1484, 
1523, 1704, 1874, 1879, 1979, 2002, 2279, 2528, 2620, 2645, 2647, 2667, 2668,2669, 2696, 2767, 
2769, 2807, 2842, 2863]. It is thus argued that by the ridge regression algorithm rejects anomalies 
to good effect. 
2.1.6 Data standardization and normalization 

The purpose of the data standardization transformation reduces the data to a smaller 
interval by a certain proportion so that different variables can be analyzed and compared equally 
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after standardization; for gradient descent, standardization can achieve the effect of accelerated 
convergence and does not change the distribution of the original data. Min-Max standardization 
makes the data samples in the interval of [0, 1], as in the following equation: 

  𝑥∗ = "#$%&
$'(#$%&

           (2-1) 

The Z-Score is standardized so that the variables conform to a standard normal distribution 
with 0 as the mean and 1 as the standard deviation, as in the following equation: 

𝑥∗ = "#)
*
		                 (2-2) 

where the mean of the sample feature is μ and the standard deviation of the sample feature is σ. 
 Since the distribution of each variable is different, this study adopts the more flexible Box-

Cox to find the optimal parameter corresponding to each variable, and transforms the variables to 
normality. The distribution of the transformed variables is compared with that before the 
transformation as shown in Figure 2.4 (part): 

 
Figure 2.4 Comparison of distribution before and after transformation of independent variables 

 
According to Figure 2.4, the left two columns are the density curve distribution and 

Quantile-Quantile Plots(QQ plot) of the variables before Box-Cox transformation, and the right 
two columns are the corresponding plots after the transformation. Both the density curve 
distribution and the QQ plot show that the normality of the variables has been significantly 
changed after the Box-Cox transformation, especially in the QQ plot, the distribution of the 
cumulative probability of the independent variable has been better coincided with the 45-degree 
curve. 
2.1.7 Feature Selection and Engineering 

Feature engineering ultimately determines the degree of model fitting, the selection of 
fewer features leads to poorer model learning ability, resulting in underfitting and ultimately poorer 
prediction accuracy; if more features are selected, it leads to overlearning ability of the model, 
resulting in overfitting, which performs well in the training set samples, but performs poorly in the 
prediction of unknown samples. 

Pearson's correlation coefficient is a statistic used to reflect the degree of linear correlation 
between two variables. The correlation coefficient is denoted by r, which describes the degree of 
linear correlation between two variables, with larger absolute values of r indicating a stronger 
correlation. By analyzing the correlation coefficients of the variables in the train.txt data set, we 
can not only explore which independent variables are strongly correlated with the dependent 
variable from the preliminary descriptive analysis, but also find out the degree of correlation 
between the independent variables. The heat map of the distribution of correlation coefficients 
between variables is shown in Figure 2.5.  

The colors in the figure represent the correlation, in which the darker the color means the 
lower the correlation. Through the figure, we can find that some features have high correlation, 
such as boiler bed temperature and boiler pressure, furnace bed temperature and furnace bed 
pressure, although there is a certain degree of correlation, but through the logic of judgment does 
not affect this part of the features into the model, so do not deal with. The following is the feature 
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variables and target variables are all put together to do a correlation coefficient matrix. The results 
are shown in Figure 2.6. 

 
Figure 2.5 Heat map of correlation coefficients between variables 

 
According to Figure 2.6, for the dependent variable "target", the independent variables P0, 

P1, P8, P27, P31 have strong correlation with it, and these independent variables may have strong 
influence on the dependent variable. The relationship between P14, P21, P23, P25, P32, P33, P34, 
P35 and the dependent variable is completely negligible, and the training ability of the models used 
in this study is relatively good, so the correlation threshold set in this study does not need to be too 
strict, which is 0.1, and all the independent variables whose correlation with the target variable is 
less than 0.1 in absolute value are eliminated. After this elimination process, 25 independent 
variables were retained for modeling predictions. For the independent variables, for example, there 
is a strong linear correlation between P0 and P1, P8, P27, P31, P12, and between P4 and P12, P15, 
P29.  

 
Figure 2.6 Correlation Matrix (part) 

 
For the result of steam quantity prediction, using a single variable of the sample does not 

give good prediction results, for example, it is unreasonable to rely only on combustion raw 
materials, boiler temperature or boiler pressure, because the influence on the final prediction result 
includes not only the above factors, but also various adjustable parameters of the boiler, such as 
primary air, secondary air and so on. So we need to transform and construct the data features, the 
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method used in this study is to add or multiply several features, this method is called feature 
combination. A good combination of features plays an obvious role in the prediction of the result. 

In the present study features with high correlation are combined to construct combined 
features. Based on a priori knowledge and data visualization observation, features P0 (boiler bed 
pressure) and P1 (boiler bed temperature) are summed; features P2 (feedwater volume) and P10 
(combustion feed volume) are summed; and features P5 (furnace temperature) and P9 (furnace 
pressure) are summed. Based on the a priori knowledge that the relationship between each 
characteristic variable and the steam quantity is not linear, and that there may be quadratic, cubic, 
or higher order relationships, the squared term characteristics are constructed for characteristics P0 
(boiler bed pressure), P1 (boiler bed temperature), P2 (feedwater quantity), P5 (furnace 
temperature), P9 (furnace pressure), and P10 (combustion feed quantity). 
 
2.2 Machine Learning Algorithm Selection and Model Construction 

In the present study, K-Nearest Neighbors(KNN) model, Support Vector Regression(SVR) 
model and statistical models such as Ridge, Lasso, Elastic Net as well as fusion models such as 
Gradient Boosting Decision Tree(GBDT), eXtreme Gradient Boosting(XGBoost) and Random 
Forest are selected for modeling and analyzing the processed data[18], [19]. Based on the fact that 
all the models used in this study need to be tuned, the training set is first divided by cross-
validation to find the optimal parameters of the model and to determine the best model for each 
algorithm, and at the same time, for individual models with only a single parameter (e.g., Ridge, 
Lasso), we visualize the change of their modeling effect with the confidence interval of the 
parameter. Based on the determined optimization parameters, the model is built and the target 
values of the test set are predicted, and the scatter plots, residual plots, and histograms of the actual 
and predicted values of the target variables are plotted [20]. 

In the this study, the Mean Square Error (MSE) and Root Mean Square Error(RMSE)  is 
used to evaluate the predictive effectiveness of the model. The mean square error (MSE) is a 
convenient measure of the "average error". It is the expected value of the square of the difference 
between the estimated and true values of a parameter. RMSE is square root of MSE, compared with 
the MSE, the RMSE can better reflect the generalization ability of the model on different data sets. 
The formula for the MSE and RMSE is as follows: 

𝑀𝑆𝐸 =
1
𝑛)  

+

,-.

(𝑓, − 𝑦,)/													(2 − 4)				 

			𝑅𝑀𝑆𝐸 = √𝑀𝑆𝐸																							(2 − 5) 

Where 𝑓, is the predicted value and 𝑦, is the true value. 

 
2.2.1  Model parameter tuning 

In the this study, through the method of grid search model tuning, through the built-in 
library of machine learning, according to the model of each parameter, based on the negative value 
of the mean square error of cross-validation and the fluctuation amplitude of the case of conversion 
to get a score value, score and root mean square error is positively correlated with each other, and 
the smaller the score means that the model under the parameter of the model is more effective [21], 
[22]. 

(1) KNN model cross-validation, each fold with all the 25 features retained for KNN model 
training, the value of K from 5 to 80, with the increase of the number of nearest neighbors K, the 
model effect is gradually good, in K = 10 to reach the best, at this time the score value is 0.717. 

(2) Ridge modeling and cross-validation, each fold with all the 25 retained features for 
Ridge model training, the second-order regular term coefficient u value range from 0 to 1, the step 
size is 0.01, through the operation, the parameter u value of 0.25 when the model reaches the best 
effect, the value of the score is 0.888. 

(3) Lasso modeling and cross-validation, each fold with all the retained 25 features for 
Lasso model training, the first-order regular term coefficient y value range from 0 to 1, step size of 
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0.01, through the operation, the value of the parameter y is 0.0014 when the model effect reaches 
the best, at this time, the value of the score is 0.888. 

(4) Elastic Net modeling and cross-validation, Elastic Net model training with all the 
retained 25 features per fold, the model sparsity w value range from 0 to 0.5, the step size is 0.001, 
the first-order regular term coefficients into the range of 0 to 0.2, the step size is 0.001, through the 
lattice search, the value of parameter w for the 0.002, 1 for the best model effect is achieved when 
the value of w is 0.002 and 1 is 0.01, and the score value is 0.887 at this time. 

(5) Random Forest modeling and cross-validation, each fold with all the 25 retained 
features for Random Forest model training, using grid search for the number of trees in the range of 
[10, 150] for the tuning parameter, the maximum depth of each tree in the range of [4, 15] for the 
tuning parameter, the results show that the number of trees is 100, the depth of the tree for the best 
results of the model for the depth of the tree is 8. The results show that the model works best when 
the number of trees is 100 and the depth of the tree is 8, and the score value is 0.981 at this time. 

(6) SVR modeling was cross-validated, and the SVR model was trained with all the 
retained 25 features per fold, and the parameter C in the model was parameterized in the range of 
[0.1, 1], with a step size of 0.1, and the results showed that the model was most effective when the 
parameter C was 0.5, and the score value at this time was 0.33. 

(7) GBDT modeling and cross-validation, GBDT model training with all the retained 25 
features per fold, using grid search for the number of trees in the range of [10, 150] for the 
reference, step size of 10, the iteration speed of the parameters in the model, i.e., the learning rate 
of leaning rate in the range of [0.1,1] for the reference, step size of 0.01, the results show that The 
model works best when the number of trees is 90 and the leaning rate is 0.17, and the score value is 
0.906 at this time. 

(8) XGBoost modeling and cross-validation, XGBoost model training with all the retained 
25 features per fold, the number of trees is tuned in the range of [10, 150] using the grid search 
with a step size of 10, and the iteration speed of the parameters in the model, i.e., the learning rate, 
leaning rate, is tuned in the range of [0.1, 1] with a step size of 0.01. The results show that the 
model works best when the number of trees is 80 and the leaning rate is 0.19, and the score value is 
0.944 at this time. 
2.2.2 Modelling analysis 

After determining the optimal parameters of each model, the models were built based on 
the optimal parameters and all the training sets, and a total of nine models were built in this 
experiment, which are KNN model, SVR model, Ridge regression, Lasso regression, Elastic Net, 
Random Forest, GBDT, XGBoost, and Bagging prediction model trained based on multiple base 
models. Bagging prediction model trained on multiple base models. 

The first 8 models have been introduced, and the Bagging prediction model used in the 
present study, i.e., bootstrap aggregating, is a method that generates multiple different datasets 
from the original dataset through resampling techniques, and then trains multiple base models. 
These base models are trained on their respective training datasets, and finally the predictions of 
each model are combined to make the final prediction. The main goal of Bagging is to reduce the 
variance of the model predictions and improve the robustness of the model. The primary learner of 
the fusion model is selected from the first eight models, and the secondary learner uses the 
traditional multiple regression model. The Bagging prediction model building process in the 
present study is as follows: 

(1) Input training and test sets, and eight primary learners. 
(2) First for each primary learner, the model is trained based on the complete training set 

data and the determined optimal parameters. 
(3) For the trained model, facilitate each sample in the training set to get the predicted 

value corresponding to each model under the sample, thus obtaining 8 predicted values, and then 
use each predicted value as an independent variable and the target real value corresponding to each 
sample in the training set as the target variable to build a multiple regression fusion model. 

(4) Steps 1~3 have trained the fusion model, next to predict the samples on the test set 
using the fusion model, you need to get the values corresponding to the 8 independent variables of 
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the test set corresponding to the fusion model. In fact, the values of these 8 independent variables 
are the predicted values of these 8 primary learners on the test set. 

(5) The predicted values of the eight models on the test set are used as input variables for 
the trained multiple regression fusion model, which then predicts the predictions for each test set 
sample. 

The following are the prediction results of the test set corresponding to the nine models. 
The prediction effect of the models is evaluated according to the RMSE and MSE, and the scatter 
plots, residual plots, and histograms of the actual values and the predicted values of the samples in 
the test set are plotted. The sample points labeled in red in the three plots represent the samples 
where the prediction results deviate from the real values, corr represents the correlation between 
the predicted values and the actual values, and std resid represents the RMSE. 

KNN Model: As shown in Figure 2.7, the distribution of the error of the target variable is 
more discrete, the correlation coefficient of the predicted value and the true value is 0.847, and the 
RMSE is 0.524, because the value of the target variable is generally small, so the standard 
deviation of the error of the results of this model is relatively large. Although the linear relationship 
between the predicted and true values can be seen more clearly, the distribution of these two values 
on the sample points is more discretized on a 45° straight line, at which point 22 sample points fall 
outside the triple standard deviation (0.524). 

 
Figure 2.7 Prediction analysis of KNN model 

 
Ridge Model: As shown in Figure 2.8, the error distribution of the target variable has 

improved significantly compared with the KNN model, the correlation coefficient of the predicted 
value and the true value is 0.942, and the RMSE is 0.33, the correlation has been strengthened and 
the root mean square error has been narrowed accordingly. The distribution of the predicted and 
true values on the sample points is more clustered on a 45° line, and only 7 sample points fall 
outside the triple standard deviation (0.33) at this point. 

 
Figure 2.8 Prediction analysis of the Ridge model 

 
Lasso Model: As shown in Figure 2.9, the error distribution of the target variable is better 

than that of the KNN model, but compared with Ridge, which belongs to the same regression 
model, there is not much difference, probably because of the sparsity of Lasso's features caused 
some loss of data, the correlation coefficient of the predicted value and the true value is 0.942, and 
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the RMSE is 0.33. The distribution of predicted value and true value in the sample points is in the 
45° straight line, and it seems to show some nonlinear relationship. The clustering effect on the 
straight line is average, and also seems to show some non-linear relationship, although at this point 
only 7 sample points fall outside the triple standard deviation (0.33), but their standard deviation 
itself is not much different from Ridge. 

 
Figure 2.9 Prediction analysis of Lasso model 

 
Elastic Net Model: As shown in Figure 2.10, there is almost no difference between the 

error distribution of the target variable and that of Ridge except for a few points. Combined with 
the Modelling results of Ridge and Lasso, it shows that this study is more suitable to use the 
regression model of the second-order regular penalty term, and the Elastic Net regression model is 
only closer to the results of the Ridge model in the process of parameterization. 

 
Figure 2.10 Prediction analysis of the Elastic Net model 

 
Random Forest Model: As shown in Figure 2.11, the error distribution of the target 

variable has further improved relative to the Ridge model, with the correlation coefficient between 
the predicted and true values reaching 0.991, and the root mean square error shrinking to 0.135. 
The clustering of the distribution of the predicted and true values at the sample points on a 45° line 
is already very clear, with 27 sample points falling outside the triple standard deviation (0.135). 
The distribution of the predicted and true values on the 45° line is now clearly clustered. 

 
Figure 2.11 Prediction analysis of the Random Forest model 
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SVR Model: As shown in Figure 2.12, The SVR result is not as good as the random forest, 
the correlation coefficient of the predicted value and the true value is 0.703, and the RMSE is 
0.702. The distribution of predicted value and true value in the sample points is better clustered on 
the 45° straight line, and it is more neatly and uniformly distributed in the vicinity of the straight 
line, but the overall effect is not as good as the Random Forest. And with 32 sample points falling 
outside the triple standard deviation (0.702). 

 
Figure 2.12 Prediction analysis of the SVR model 

 
GBDT Model: As shown in Figures 2.13, the error distribution of the target variable is 

further improved over the results of Random Forest, but not by much, with a correlation coefficient 
between the predicted and true values of 0.954, and the RMSE is 0.303. At this point, only 11 
sample points fall outside the triple standard deviation (0.303). 

 
Figure 2.13 Prediction analysis of the GBDT model 

 
XGBoost Model: As shown in Figure 2.14, the model fits the best relative to the other 

primary models, and the improvement is more obvious, the correlation coefficient of the predicted 
and true values is 0.972, which is 0.018 higher than that of the GBDT, and the RMSE is 0.233, 
which is 0.07 smaller than that of the GBDT. The distribution of the predicted and true values in 
the sample points on a straight line at 45° is very good, and there are still 22 sample points falling 
outside the triple standard deviation (0.233).  

 
Figure 2.14 Prediction analysis of the XGBoost model 
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Figure 4.11 Comparison the RMSE for all single models as follows: 
 

 
 

Figure 4.11 Comparison of RMSE of Single Models 
 

  As shown in the modelling results Figure 4.11, The top three rankings of the single model 
training respectively: Random Forest, XGBoost and GBDT; SVR's performance is the worst. 

 
Bagging Model: 
 

 
 

Figure 4.9 Multi-model Bagging method prediction 
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Figure 4.10 Comparison of  MSE of Multi-model Bagging models 

 
As shown in Figure 4.9 and Figure 4.10, the model achieved the best fit relative to all the 

previous models with a root mean square error of 0.1297. It can be seen that the MSE predicted by 
model fusion is the smallest and the prediction performance is optimal. 
 
3. RESULTS AND DISCUSSION 

Combining the characteristics of each model and the specific experimental sessions, the 
following comparisons were made between the models. 

(1) Lasso regression: Lasso regression is similar to Ridge regression in that a penalty term 
is added to the objective function, which reduces the influence of similar features and thus reduces 
the complexity of the model. Lasso regression is different from Ridge regression, Lasso use the 
absolute value of the deviation as a penalty term, resulting in sparse coefficients, from the 
experimental results of the mean squared error 0.1093 better than Ridge regression (Kernel Ridge), 
from the experimental results of the analysis of the industrial steam data part of the characteristics 
of the role of the comparative similarity of the experimental results caused by the interference, so 
that to the data to carry out the characteristics of the selection is necessary, but the characteristics of 
the selection of the inappropriate However, improper selection of features may reduce the 
complexity of the model, thus reducing the performance ability of the model, thus reflecting the 
advantages of Lasoo regression. 

(2) Ridge regression. If there is a very strong covariance between the characteristic 
variables, it will have a great impact  on the regression analysis, Ridge is a program to solve the 
covariance, and its method is to add a square deviation factor. From the analysis of experimental 
prediction results, its prediction accuracy is not as good as Lasso regression, and part of the 
variable parameters in the Lasso regression model in the experiment is 0, which fully indicates that 
there are a large number of covariate variables in the sample features after the construction of the 
features, and it can be concluded that the selection of the features before the training of the model 
is necessary, and it can provide good modeling ideas for the training of the subsequent other 
models. 

(3) ElasticNet regression: ElasticNet regression combines the features of Lasso and Ridge, 
and from the experimental results, it can be seen that its prediction results are better than the former 
two. Thus, it can be shown that there are interference features and co-linear features in the sample. 

(4) SVR regression. Support vector regression steam prediction is significantly better than 
multivariate linear regression, because SVR can solve the problem of machine learning in small 
samples; it can improve the generalization ability; it can solve high-dimensional, nonlinear 
problems. However, the model is sensitive to missing data and memory consumption, difficult to 
interpret, the training time is longer than linear regression, and the adjustment is more annoying, in 
the choice of kernel function radial basis function performance is better. And the model is poorly 
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interpretable, and it is difficult to give reasonable and clear parameter suggestions when optimizing 
the boiler parameters, but the model can be considered in the evaluation of energy consumption. 

(5) XGBoost: XGBoost steam prediction is better than multivariate linear regression and 
interpretability is stronger than SVR, but the training time of the model is longer, and 
interpretability is not as easy to understand as linear regression. It can be considered that XGBoost 
as a prediction model if the industrial data magnitude is not very large because its only drawback is 
that the training time is longer. 

(6) Random Forest: Random Forest 's steam prediction is the best among all the single 
models; Random Forest 's speed is about 10 times higher than XGBoost, and its memory 
consumption is about 3 times lower than XGBoost without reducing the accuracy. The training 
time is significantly lower than XGBoost, its stability and reliability are still to be tested. It can be 
considered that Random Forest is going to be the main prediction model, because its prediction 
accuracy is relatively high, not under the large volume of data, the training time is acceptable, and 
the model is more interpretable. 

(7) Bagging: Through the comparison of the present study, Bagging prediction model is the 
machine learning model that is most suitable for predicting steam production. 
 
4. CONCLUSION 

With the development of science and technology and economy, industrial sensors are 
becoming more and more extensive, including various switch sensors, pressure sensors, flow 
sensors, temperature sensors, monitoring sensors and so on, which provide solutions for the 
collection of power plant operation data. An accurate boiler steam production prediction model 
provides a reference basis for boiler design and development, and at the same time, it plays a 
crucial role in optimizing boiler parameters, improving the overall process level, and reducing 
labor costs [23]. How to be able to dig out the effective information hidden in the data and improve 
the accuracy of steam quantity prediction has become a new research topic. It requires expertise 
and background in thermal engineering and machine learning, two completely unrelated 
disciplines, so there is a lot of attention but relatively few researchers [24]. 

Machine learning was born from the theory of pattern recognition that computers can learn 
from themselves when they are not programmed for a specific task, and scientists are interested in 
whether artificial intelligence can acquire this self-learning ability from massive amounts of data. 
Based on machine learning and data-driven ideas, it provides a new optimization idea for power 
boiler optimization [25]. In the this study, each link of steam prediction is analyzed experimentally, 
model construction and prediction link are the focus of present study, based on the algorithmic 
aspects of present study, The current study mainly carries out some analysis and improvement of 
this link of model fusion, the main work of this study is shown as follows: 

(1)  The features related to boiler steam production prediction data were analyzed, and the 
features were combined and constructed based on a priori knowledge. 

(2) We model and predict machine learning algorithms multivariate linear regression 
(Lasso, Ridge, ElasticNet), support vector regression SVR, and tree models XGBoost, GBDT and 
Random Forest, then analyze and experimentally validate the strengths and weaknesses of each of 
them in our experiments. 

(3) The improved model integration method proposed in this study has achieved very good 
results in steam quantity prediction for boiler. Machine learning compared to the traditional 
empirical method, data analysis method, greatly reducing the experimental cycle and experimental 
costs, accelerate the cycle of equipment development and the fastest to find the optimal parameters 
can be put into practical applications, to accelerate the improvement of boiler efficiency plays a 
role. 

Machine learning methods to predict the steam production to improve the power plant 
efficiency is a research direction of practical significance, which is one of the ways to create green 
energy for human beings. Based on the research in this study, more detailed research can be carried 
out in the future from the following aspects:  
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(1) Collect more power boiler operation data, not only limited to the dozen variables of the 
research data in the present study, so that more accurate regression prediction models can be 
constructed [26]. 

(2) In recent years, computer hardware technology has made rapid development, a large 
amount of data can be processed, deep learning shows its own advantages, crushing traditional 
machine learning in some aspects, but the research data in the this study is too small due to the 
sample size, easy to overfitting under the training of the deep learning model, but with the 
continuous accumulation of industrial data, we can try to modeling prediction of deep learning 
methods, such as Multilayer Perceptron [27]. 

(3) Machine learning algorithms have a very broad prospect in the optimization of power 
plant, the next step can be based on the model established by machine learning combined with 
expert knowledge for the development of industrial software platforms to analyze the actual 
operation data on site. In addition, machine learning classification algorithms have very good 
application prospects in boiler operation fault diagnosis[28], state detection[29], operating 
conditions, etc., and it is worthwhile to study them in combination with practical engineering. 
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