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 Cryptocurrency being a digital or virtual currency that uses cryptography to 
secure transactions and control the creation of new units. Bitcoin, one of the 
most popular cryptocurrency, offers various advantages such as security, 
transparency, and efficiency. The value of Bitcoin can change over time, 
similar to the regular currencies, and the need to predict the value can be as 
important as those in the regular. The prediction can be done by multiple 
algorithms. The purpose of this research is to compare five algorithms in 
predicting bitcoin value based on Root Mean Squared Error (RMSE) and 
Squared Error (R2). The five algorithms compared can model the prediction of 
changes in the bitcoin cryptocurrency, effectively. Based on the experiment, 
Random Forest outperformed the other algorithms based on its RMSE and R2 
result. 
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1. INTRODUCTION 

Cryptocurrency is a digital or virtual currency that uses cryptography to secure transactions 
and control the creation of new units. National currencies have transformed throughout history from 
gold and silver coins to simple coins, paper money, and finally digital money, encompassing both 
physical and legal changes, and with the digital revolution, this currency evolution is inevitable [1]. 
Cryptocurrencies have no central authority, but rather are decentralized, managed by a distributed 
network of computers. Cryptocurrencies are cryptographic commodities designed to serve as a 
medium of exchange, using cryptography to encrypt transfers, monitor unit creation, and validate 
asset transfers [2]. Cryptocurrency has changed the way the world views financial systems and digital 
transactions. By offering a decentralized, secure, and transparent system, cryptocurrencies have great 
potential to transform various aspects of our lives. As the first fully decentralized digital currency, 
Bitcoin offers various advantages such as security, transparency, and efficiency. However, 
challenges such as volatility, regulation, and security must be overcome to ensure the long-term 
growth and stability of the cryptocurrency ecosystem. With ongoing technological developments, the 
future of cryptocurrencies looks full of new innovations and opportunities.  

In cryptocurrency, the use of algorithmic trading is often used which refers to the use of 
computer applications with multiple algorithms to identify and execute trades with a speed and 
frequency that is not possible for human traders. Price prediction is the main difficulty in finding and 
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executing potentially profitable trades [3]. These predictions can use multiple algorithms to get close 
results according to machine calculations. Machine learning can be applied to predict data [4]. 
Machine learning is a sub-branch from artificial intelligence that permits software applications to be 
even more accurate in predicting data, as well as to forecast current performance and upgrade for 
future data [5]. There are several methods that can be used to predict things such as K-Nearest 
Neighbor to predict rainfall [6], Random Forest used to predict house prices [7], Deep Learning used 
to exploring sentiment trends about social media in Google Play Store review [8], Decision Tree used 
to determination of prospective construction service providers [9], Gradient Boosted Trees used to 
forecasting of hierarchical time series [10]. 

 
2. RESEARCH METHOD 
2.1 Related Work 

Several related studies have been conducted in an effort to compare better methods and 
techniques to predict a certain value. In this paper as a reference to determine the novelty of the 
research, we will review some of the research related to the comparison between algorithms and 
related to cryptocurrency that has been done before.  

In this research, one of the methods used is deep learning which can be described as a class 
of Machine Learning algorithms that use multiple layers of nonlinear processing organized in a 
cascade for feature extraction and transformation [11]. Research using deep learning analysis was 
conducted to predict trip duration using New York taxi trip duration dataset with a deep learning 
approach, namely Long Short Term Memory Recurrent Neural Network (LSTM-RNN), by adjusting 
related parameters such as epoch, dropout value, and number of neurons [12]. There is another new 
method that we can use there is DenseTNT, is an anchor-free and end-to-end trajectory prediction 
method that directly generates a set of trajectories from dense candidate destinations[13]. The use of 
deep learning in predicting active cases of Covid-19 also opens up opportunities to develop better 
systems for predicting and managing future pandemics [14]. Other research shows The results of 
analysis, experimentation, and testing of rainfall and flood disaster data show that the proposed 
model, namely the Deep Neural Investigation Network (DNIN), is superior to the Convolutional 
Neural Network (CNN) and Bidirectional Long Short-Term Memory (BiLSTM) [15]. 

The decision tree method as one of the research has been used to find out, determine, and get 
the accuracy value in providing an assessment of the feasibility of prospective construction service 
providers, as well as analyzing the variables that affect the feasibility assessment of prospective 
construction service providers [9]. The previous work used the Gradient Boosted Trees method to 
solve point and probabilistic forecasting problems by describing a blending methodology for 
machine learning models from the family of gradient boosted trees and neural networks that has been 
successfully applied in the recent M5 Competition in the Accuracy and Uncertainty track [10]. The 
Random Forest method is used to predict house prices based on its features with good performance, 
but the random forest method has drawbacks if it uses too many variables, the training process will 
take longer and feature selection tends to choose uninformative features [7]. By using the K-Nearest 
Neighbor method, machine learning can learn rainfall data patterns to predict rainfall data according 
to the criteria of average temperature, average wind speed, average humidity, and rainfall [6]. 

Research related to comparative analysis that has been done is by creating a forecasting 
model that aims to estimate rental prices and asset values using apartment characteristics, socio-
economic variables, and crime rates using machine learning techniques including Random Forest, 
Decision Tree, and Gradient Boosting Machine algorithms [16]. There are other studies that predict 
the binding mode of flexible polypeptides to proteins is an important task that falls outside the domain 
of application of most small molecule and protein-protein docking tools [17]. 
 
2.2 Research Methods 

After all the necessary data is collected, both primary data and secondary data, the next step 
is data analysis. The purpose of data analysis is to find unique patterns or the most effective results 
in predicting Cryptocurrency from the data collected by comparing the results of the five existing 
algorithms. The efficiency of the model is assessed using standard strategic indicators: Root Mean 
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Squared Error (RMSE) and squared error with lower values of these indicators indicating that the 
model is effective [18]. The results of Root Mean Squared Error (RMSE) and Squared error (R2) will 
be used to determine the effectiveness of the algorithm. In the data analysis section, it is key to 
understand and explore the potential that exists in the five algorithms and the results of processing 
the available data set. This research uses the RapidMiner in comparing five algorithms. RapidMiner 
is selected in this paper due to its intuitive visual interface and ability to process data in various 
formats [19]. This series of research methods begins with data selection, data mining, then data 
processing. Attribute selection is an important step to ensure that the data used is suitable for the 
needs of the core research process, aiding subsequent testing and preparation of training data [20]. 
followed by the application of the model which is used for comparative analysis between five 
algorithms, and finally the results by looking at the performance of five algorithms based on Root 
Mean Squared Error (RMSE) and Squared error (R2). 

 

 
Figure 1. Models Used for Comparative Analysis in RapidMiner Studio 

 
 
3. RESULTS AND DISCUSSION 

In the results and discussion section, the results of the research are explained and at the same 
time a comprehensive discussion is given. The research results will be in the form of the value of the 
Root Mean Squared Error (RMSE) and the Squared error (R2) value of the five algorithms. The 
values of Root Mean Squared Error (RMSE) and Squared error (R2) are used for comparative analysis 
to find out which algorithm is better at predicting the value of bitcoin as a form of cryptocurrency 
prediction. 

 
3.1.  Data Selection 

In the data selection stage, the dataset is obtained from the public website kaggle.com and 
consists of 2,652 records of daily price states (5 values per week) covering the time span from 
November 28, 2014 to March 01, 2022. The data is considered sufficient, since the dataset consists 
of >1,000 annotated samples and has a rich distribution [21]. In addition, the same period for all 
cryptocurrencies investigated in this study are considered. The following is Cryptocurrency data from 
the Bitcoin coin taken from www.kaggle.com which includes Date, Open, High, Low, Close, and 
Volume BTC as shown in table 1. 

Table 1. Bitcoin Dataset 
date open high low close Volume BTC 

2022-03-01  43221,71 43626,49 43185,48 43185,48 49,0062887 
2022-02-28  37717,1 44256,08 37468,99 43178,98 3160,61807 
2022-02-27  39146,66 39886,92 37015,74 37712,68 1701,817043 

... ... ... ... ... ... 

... ... ... ... ... ... 
2014-11-29  376,42 386,6 372,25 376,72 2746157,05 

2014-11-28 0 363,59 381,34 360,57 376,28 3220878,18 
 
3.2.  Data Mining 

 In this research, the data used comes from the public website www.kaggle.com with the 
search keyword "Bitcoin Cryptocurrency". Then, the data will go through a customization process to 
ensure that it can be effectively processed using RapidMiner with the five algorithm method to 
compare which one is better. This process ensures that the data is ready to be used for further 
exploration and proper model development. This customization step is necessary to ensure that the 
data used is appropriate and can be optimized for analysis using the five algorithms method. 

Data 
Selection Data Mining Result 

(Performance) 
Data 

Processing 

Apply Model 
(Comparative 

Analysis) 

Preprocessing Transformation Interpretation Attribute 
Selection 
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3.3.  Preprocessing Data 
 In this study, the first step in processing data using the RapidMiner tool is to set the 

attributes, eliminating missing values in the dataset used, and labels of each variable that must be 
done at the beginning. Then, the next step is to divide the data into two parts, namely for training and 
testing data using the split data feature. The setting used is 80:20 for training and testing. This 
procedure is performed without the use of windowing, making it more efficient and unaffected by 
the chosen window length [22]. Other studies have also shown that non-windowing methods are 
more effective in detecting outliers in time series data with large data lengths [23]. With a smaller 
number of outliers, the algorithm can learn more complex data patterns and produce more accurate 
predictions [24]. Moreover, the data used in this study is data with a temporal form so that the non-
windowing method can be more effective. Certain methods can be more effective when the data has 
a temporal shape that allows a non-windowing approach [25]. These non-windowing methods can 
be particularly effective when the temporal shape of the data allows for it, such as in cases where the 
data exhibits strong periodic patterns or trends that can be captured through other means [26]. The 
five algorithms that will be compared in this study are operated simultaneously so that the next setting 
uses the multiply feature so that it can distribute data to each algorithm simultaneously.  

 
3.4.  Application of Comparative Analysis 

In the application stage of comparative analysis, the order used starting from the top is Deep 
Learning, Decision Tree, Gradient Boosted Tree, Random Forest and finally k-NN. The use of the 
apply model feature is used to operate the existing algorithm model. The performance operator is 
used to determine performance criteria which include Root Mean Squared Error (RMSE) and 
Squared error (R2). 

 

 
Figure 2. Models Used for Comparative Analysis in RapidMiner Studio 

 
3.5.  Evaluation Performance 

 Based on the results of testing five algorithms for prediction comparing them using 
cryptocurrency data using the RapidMiner application. The efficiency of the model is assessed using 
standard strategic indicators: Root Mean Squared Error (RMSE) and Squared error (R2) with lower 
values of these indicators indicating that the model is effective [18]. The results of Root Mean 
Squared Error (RMSE) and Squared error (R2) will be used to determine the effectiveness of the 
algorithm. The differences obtained from each algorithm will be drawn to a final conclusion as a 
result of the research. The drawback of this model is that the article lacks a description of how the 
model's performance is validated. There is no mention of cross-validation or separation strategies 
(e.g., K-fold cross-validation) used to ensure the accuracy of the model is unbiased. The 
shortcomings of this study can be used as a reference for other studies in optimizing the comparison 
of 5 algorithms in the prediction model.  
3.6.  Discussion  

 In this discussion section, the results of the process in RapidMiner Studio will be presented 
with the output in the form of a chart of the Bitcoin coin cryptocurrency, RMSE value, and Squared 
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error (R2) value. Based on the table of the process results in RapidMiner, the close prediction value, 
while the close value on the table. 

 
Table 2. RMSE and R2 results of five algorithms in predicting bitcoin close value 

 Deep Learning Decision Tree Gradient Boosted 
Tree 

Random Forest k-NN 

RMSE 715.284 551.719 10072.705 434.470 1170.515 

R2 511631.732 +/- 
1310777.293 

304394.229 +/- 
1154398.546 

101459386.001 +/- 
216379502.704 

188764.417 +/- 
738084.053 

1370106.171 +/- 
7000863.972 

 
 In the Deep Learning algorithm, the RMSE value is 715.284 and the R2 value is 511631.732 
+/- 1310777.293. In the Decision Tree algorithm, the RMSE value is 551.719 and the R2 value is 
304394.229 +/- 1154398.546. In the Gradient Boosted Trees  algorithm, the RMSE value is 
10072.705 and the R2 value is 101459386.001 +/- 216379502.704. In the Random Forest algorithm, 
the RMSE value is 434.470 and the R2 value is 188764.417 +/- 738084.053. In the k-NN algorithm, 
the RMSE value is 1170.515 and the R2 value is 1370106.171 +/- 7000863.972. 
 From the results obtained, each model used to predict cryptocurrency with each algorithm 
produces a chart graph that is almost in accordance with the existing close value. The RMSE and 
Squared error (R2) results also show that Random forest is an algorithm with good results, followed 
by Decision Tree, Deep Learning, k-NN, and Gradient Boosted Tree. Random Forest can quickly 
process training data well in terms of predicting with RMSE results of 434,470. Decision Tree is 
551,719, then deep learning is 715,284, then k-NN is 1170,515, and Gradient Boosted Tree is 
10072,705. 
 
4. CONCLUSION 

Based on the results of this study, the five algorithms compared can model the prediction of 
changes in the bitcoin cryptocurrency. Random Forest can quickly process training data well in terms 
of predicting with RMSE results of 434,470. The Decision Tree is 551,719, then deep learning is 
715,284, and k-NN is 1170,515. It was also found that the Gradient Boosted Tree is 10072,705 less 
if a comparative analysis is carried out with other methods. suggestions for further research are that 
this method can be applied to data with diverse variables and adjustments by focusing on similar 
methods so that varied results are obtained. 
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